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1. Introduction

The water wave problem has been a subject of scientific investigation for many years. It entails considerable mathemat-
ical and computational challenges due to the nonlinear character of the governing equations. It is also of great practical
importance in applications to coastal engineering and oceanography; e.g. to improve the design of coastal and offshore struc-
tures, and to better understand ocean dynamics and air-sea interactions.

The water wave problem usually refers to the problem of solving the Euler equations for potential flow with a free surface,
under the influence of gravity and surface tension. Because of the complexity of these equations, simplified models have
been extensively used as an alternative. Two asymptotic scaling regimes are of particular interest: the long-wave regime
and the modulational regime. In the long-wave regime, water waves have been typically modeled using Boussinesq and shal-
low water-type equations [5,6]. Over the years, much effort has been devoted to improve the dispersive and nonlinear prop-
erties of these equations and, as a result, the current generation of Boussinesq models has reached a high degree of
sophistication, being applicable to highly nonlinear waves, shorter wavelengths and deeper water [29,27]. Other related
long-wave models can be found in [44,45].

In the modulational regime, the nonlinear Schrédinger (NLS) equation and its higher-order versions have been the pre-
ferred tool for prediction [61]. These models have been extensively used to study the evolution of quasi-monochromatic
waves and their instabilities due to resonant interactions (e.g. the Benjamin-Feir instability). Extensions of the NLS equation
also include the Zakharov equation which has been applied to the long-time description of the spectrum of weakly nonlinear,
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dispersive waves. In particular, recent studies have used the NLS and Zakharov equations to investigate the statistics of rogue
waves and their occurrence as a result of four-wave interactions [38,54,52,28].

In recent years, progress in both mathematical techniques and computer power has led to a rapid development of numer-
ical models solving directly the Euler equations. These models can be divided into two main categories: boundary integral
methods [2,4,10,30,60,36,24,22,31] and spectral methods. In particular, spectral methods based on perturbation expansions
have been known to be very efficient [20,59,19,46,3]. These two methods reduce the water wave problem from one posed
inside the entire fluid domain to one posed on the boundary alone, thus reducing the dimension of the formulation. This
reduction can be accomplished by using integral equations over the boundary of the domain (boundary integral methods),
or by introducing boundary quantities which can be expanded as Taylor series about a reference geometry of the domain (as
in spectral methods).

Moreover, there has been a growing interest in the development of three-dimensional models which, combined with full
dispersion and full nonlinearity, are capable of dealing with a wide range of water-wave problems. Real sea states are both
broad-banded in frequency and direction. It is this broad-bandedness that poses some of the most significant difficulties in
terms of numerical simulation; the importance of directionality and the benefits of efficient wave modeling being clearly
demonstrated by Bateman et al. [3] who compared numerical simulations with laboratory observations of Johannessen
and Swan [39]. This is the motivation for the present study which aims at contributing further in this direction of inquiry.

In this paper, we present a new numerical model for fully nonlinear, three-dimensional water waves which extends that
of Craig and Sulem [19] originally given in the two-dimensional setting. The model is based upon Zakharov’s Hamiltonian
formulation [61] in which the problem is reduced to a lower-dimensional computation involving surface variables alone.
This is made possible by introducing the Dirichlet-Neumann operator (DNO) which, in light of its analyticity properties,
is expressed in terms of its Taylor series expansion in homogeneous powers of the surface elevation. Each term in this Taylor
series can be obtained from a recursion formula and can be efficiently computed by a pseudospectral method using the fast
Fourier transform. Here we will only pay attention to surface water waves propagating in deep water or on uniform depth,
although this is not a restriction of the model which can be extended to include a variable bottom topography [15,32]. The
latter references consider smooth topographies of small amplitude. Two-dimensional cases of nonsmooth, large-amplitude
topographies were considered in [1] through the DNO approach.

Our new contributions are: (i) the development and implementation of a symplectic, implicit, fourth-order Runge-Kutta
scheme for the time integration of the Hamiltonian equations of motion, (ii) extensive numerical tests on the convergence of
the DNO and on the accuracy of the time integration method, including an examination of the effects of de-aliasing and fil-
tering, and (iii) applications to a number of three-dimensional, nonlinear wave solutions ranging from crescent waves in
deep water to hexagonal waves in shallow water. To our knowledge, computations of such waves by a surface-perturbation,
spectral method solving the fully nonlinear time-dependent Euler equations are reported for the first time here.

The present work is most closely related to those of Schanz [53], Nicholls [46] (see also [17]) and Bateman et al. [3], in the
sense that the full Euler equations for three-dimensional irrotational water waves are solved using an expansion of the DNO
along with a Fourier spectral discretization. However, Nicholls [46] only focused on computing steadily progressing wave
solutions using a numerical continuation method, and thus did not solve explicitly the time evolution problem. Schanz
[53] performed time-dependent simulations using a three-dimensional extension of Craig and Sulem’s model [19]. However,
he did not employ a symplectic integrator and did not take advantage of the self-adjoint property of the DNO (see Section
3.1). In particular, he did not simulate any three-dimensional wave patterns such as crescent, rectangular or hexagonal
waves. Bateman et al. [3] used a definition of the DNO different from ours, and therefore the corresponding recursion
formula, the equations of motion and their implementation also differ from ours. More specifically, Bateman et al. [3] defined
the DNO (their G-operator) related to the vertical fluid velocity at the free surface (similarly to [20,59]), while we define the
DNO related to the normal fluid velocity at the free surface (similarly to [19,46]). This difference in definition has conse-
quences on the properties and implementation of the DNO; further discussion will be provided in Section 3.1.

The remainder of the paper is organized as follows. In Section 2, we present the mathematical formulation of the problem,
including the Hamiltonian formulation of the equations of motion and the Taylor series expansion of the DNO. In Section 3,
we describe the numerical methods for spatial and temporal discretization in the model, including the symplectic time inte-
gration method and the procedures for de-aliasing and filtering. Finally, Section 4 presents numerical tests on the conver-
gence of the DNO and on the accuracy of the time integration method, as well as applications to three-dimensional
nonlinear waves. Concluding remarks are given in Section 5.

2. Mathematical formulation
2.1. Governing equations and Hamiltonian formulation

We consider the evolution of a free surface on top of a three-dimensional fluid under the influence of gravity. Let
X = (X1,X2) denote the horizontal plane, y the vertical direction and t time. The impermeable bottom is fixed at constant
depth y = —h. The fluid is assumed to be incompressible, inviscid and the flow is irrotational, so that the fluid velocity is
given by u = V@ and the velocity potential ¢(x,y,t) satisfies the Laplace equation

Vip=0 (1)
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in the fluid region bounded below by the bottom at {y = —h} and above by the free surface defined by the graph
{y = n(x,t),x € R%,t > 0}. The boundary conditions are

dyp=0 ony=—h, (2)

N+ V- Ve — 0,0 =0 ony=mn, (3)
1

O +5|Vol* +gn=0 ony=n. (4)

where V, = (9y,,0,)" and g denotes the acceleration due to gravity. Surface tension effects are neglected here but could eas-
ily be incorporated [16].

Following Craig and Sulem [19], we can reduce the dimensionality of the classical potential flow formulation (1)-(4) of
the water wave problem by considering surface quantities as unknowns. This can be achieved by introducing the Dirichlet-
Neumann operator (DNO) which takes Dirichlet data &(x,t) = @(x,5(x,t),t) at the free surface, solves the Laplace equation
(1) for ¢, and returns the corresponding Neumann data (i.e. the normal fluid velocity at the free surface). Here the DNO
is defined by

GmE= (V. 1) -Vol,_,. ()

Expressing the velocity potential and its derivatives on the free surface in terms of ¢ and G(#)¢&, and knowing that (1) and (2)
are already satisfied through (5), then we can rewrite (3) and (4) as (see [19,46])

am = G(n)<, (6)

¢ = —gn— 2 IVx¢* = (G)E)* = 2(GM)E) V& - Vit + [V’ [Vanl]* = (Vi - Vx’l)z]- (7)

[
(1+[Vanl*)

These are Hamilton’s equations in Zakharov’s formulation [61] of the water wave problem in terms of the canonically con-
jugate variables # and ¢, which can be expressed in canonical form

a(1)= (2 é)(?ﬁ) )

with Hamiltonian

H=3 [ eGme+giplax. 9)

Eq. (9) represents the total energy of the system and, together with the total mass (or volume) due to the surface disturbance,

V:/R;Z ndx (10)

is an invariant of motion in the problem. As will be shown in Section 4, mass and energy conservation can be used to check
the global accuracy of our numerical model.

2.2. Dirichlet-Neumann operator

Coifman and Meyer [11] showed that, if # € Lip(R), then G is an analytic function of #, from which it follows that G can be
written in terms of a convergent Taylor series

G =Y _Gin). (11)
=0
where the Taylor polynomials G; are homogeneous of degree j in #. Craig et al. [18] extended this result for periodic
1 € C'(R?), and Craig and Nicholls [16] generalized it for 5 € C'(R"),n > 2. Further analyticity results can be found in [48].
Craig and Sulem [19] showed that explicit expressions for the G;’s can be obtained using a recursion formula, which was
generalized to three dimensions by Craig et al. [18], Nicholls [46], and Craig and Nicholls [17]:
Forj=2r >0,

1 2\"! 2r - 1 2\ o(ros)
Gar(17) *mGOODx\ > Dy-n Dx—; m(\D)J ) HGas (1)

s (D) G (12)

1
s=0

and, forj=2r-1>0,
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r—1

1 r—1 s—1
Gar-1(1) =m(|Dx\2> Dy -#* Dy - Q=5 =1} (\D | ) nP=971Gy(n)

s=0
r—2 s—1
-3 Grsom oy (D) G ), (13)
S=|
where Dy = —iV, and G, = G(0) = |Dy| tanh(h|Dx|) represent Fourier multiplier operators. In the infinite-depth case

(h = +00), Go reduces to |Dy|.

This formulation of the water wave problem is convenient for the numerical simulation of three-dimensional nonlinear
waves as presented in this paper, as well as in a number of other settings. These include numerical and asymptotic studies of
surface waves over a rough bottom [15,32,7], and waves at the interface between immiscible fluids [14]. It is also understood
that overturning waves (i.e. a multi-valued free surface) cannot be described with this formulation.

3. Numerical methods

In this section, we describe the numerical methods for spatial and temporal discretizations of the model. We also discuss
the implementation of zero-padding and filtering techniques to remove aliasing errors and numerical instabilities.

3.1. Spatial discretization

We assume periodic boundary conditions in x and use a pseudospectral method [8] for spatial discretization of the DNO as
well as the equations of motion (6), (7). This is a natural choice for the computation of G since each term in its Taylor series
expansion (11) consists of concatenations of Fourier multipliers with powers of 1. More specifically, both functions # and ¢
are expanded in truncated Fourier series

()22

where k = (kq,k;) denotes the wavenumbers. Applications of Fourier multipliers are performed in Fourier space, while non-
linear products are calculated in physical space on a grid of N; x N, points, equally spaced in each direction. For example, if
we wish to apply the zeroth-order operator G, to a function ¢ in physical space, we transform ¢ to Fourier space, apply the
diagonal operator |k|tanh(h|k|) to the Fourier coefficients of &, and then transform back to physical space. All operations are
performed using the FFTW library [23].

In computations, the Taylor series of G is also truncated by only retaining a finite number of terms,

M
G(n) ~ G"(m) = _Gi(n), (15)
=0
where the order of truncation M is chosen according to the physical problem under consideration. As will be shown below in
our numerical tests and applications, it is sufficient to select a small number of terms (M < 10) for satisfactory results, even
in cases of fairly large-amplitude and steep waves.

We note that formulas (12) and (13) are slightly different from those given in [19,46] regarding the order of application of
the various operators. As pointed out by Craig and Nicholls [17], the DNO (5) is self-adjoint and therefore the adjoint formu-
las (12) and (13) are equivalent to the original ones. This property however has important consequences on the implemen-
tation of the DNO and on the computational efficiency of the model. In particular, the adjoint recursion formulas allow us to
store and reuse the G;’s as vector operations on ¢, instead of having to recompute them at each order when applied to con-
catenations of Fourier multipliers and powers of #. This results in faster calculations, and the computational effort can be
estimated to be O(M?N log N) operations per time step, where N is the total number of grid points. In contrast, the G-operator
related to the vertical fluid velocity at the free surface, as defined by Bateman et al. [3], does not possess the self-adjoint
property (although these authors were able to devise a fast algorithm based on the elimination of repeated calculations
in their recursion formulas).

3.2. Time integration

Time integration of system (6) and (7) is performed in Fourier space, so the linear terms can be solved exactly by inte-
grating factor technique. To this aim, we first separate the linear and nonlinear parts in (6) and (7). Defining u = (1, ¢)",
the equations of motion can be written in the form

ot = L(u) + N (), (16)

where the linear contribution £(u) is defined by

o (%, (1)
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and the nonlinear contribution N (u) by
N - ( (G(n) = Go)¢ >
s IV = (GNEY = 2AGEVaé - Vi + Vol IV = (V- Vin)’]
Then, taking the Fourier transform and making the change of variables
U (t) = ¢ () D), (18)

where

cos(t\/gGy)  \/@sin(t\/gCy)

o= —\/zsin(t 8Gy)  cos(t\/gGy) 19
Co 0 0
is the fundamental matrix of the linear system
Oty = Ay, (20)
we obtain the following nonlinear system for
Ot = ¢ N (D) = N (). (21)

Eq. (21) is solved numerically in time using a symplectic scheme, motivated by the fact that (6), (7) form a Hamiltonian
system and the change of variables (18) is a canonical transformation. The latter property can be verified by showing that
the symplectic structure J, associated with the new variable 7, is identical to the symplectic structure J associated with
i, where

1-(5 o) (22)

according to (8). Indeed, using the Hamiltonian transformation theory developed in [14], it is a straightforward calculation to
show that

L=¢"Je ") =] (23)

given the fact that ¢~ (t) = ¢(—t).

Symplectic integrators have been known to capture the properties of Hamiltonian systems more correctly than standard
integrators would do (e.g. for the long-time dynamics) [41]. Besides symplecticity, it is also desirable that the numerical
scheme be of high order of accuracy since we are dealing with a nonlinear time-evolution problem. Explicit high-order sym-
plectic methods (splitting methods) can be used when the Hamiltonian is separable in the two canonical variables, or when
it is separable in linear and nonlinear parts which are exactly solvable [43]. However this is not the case here due to the cou-
pling between # and ¢ through the DNO, and the nonlocal nonlinear character of this operator. Therefore we have opted for
an implicit symplectic scheme: the fourth-order (2-stage) Gauss-Legendre Runge-Kutta method [41]. Although we need to
solve a large nonlinear system at each time step, we have found that this scheme gives accurate results at a reasonable cost.

Applied to (21), it gives

o = o+ At (8])) + b ()],

o) = o+ At[an N (7]

~— ~——
+

Q

=

=
/

> [
=~

~— ~—
[i—

IA/l({z) = TA/;(I + At [a21//\7<i)§:) + a22//\7<1};<2) ] (24)
for the solution at time t, ., = t, + At, where At denotes the (constant) time step and
11*22*47 12*4 6~, 21*4 67
1
bi=by =5,
G _L,v3 1.V3
Y276 T2 6
We then change back to i, by inverting (18) and rewrite (24) as
B = G(AD)E + At (AD) |19 (@ AON ($(c1 A0 + bag™ (AN (plc2At)i)] (25)
i) = i + Atay ¢! (c1At)/\/<¢(c1At)ﬂ;<”) + Atagg™! (czAt)N((/)(czAt)a;f)), (26)
(

07 = i + Atan ¢~ (@AON ($(c1A0E) + Atang ™ (QADN (p(c2AE ). (27)
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At each time step, the nonlinear system (26) and (27) for ﬂfj) and 11,((2) is solved by fixed-point iteration, with their initial
guesses given by the solution 4f at time t,. These intermediate solutions are then used in (25) to find @}*'. For all the
applications shown in this paper, we have typically found that the nonlinear system can be solved in 2-4 iterations within
a relative error of 10°°—1078, We have typically used At = 0.01 which, in the case where the initial condition is close to a
Stokes or plane wave, is chosen so that it is hundreds times smaller than the wave period. Given the fourth-order accuracy
of the time integration scheme, this value of At is quite reasonable. We have also observed that using a smaller time step
does not generally yield much better results partly because, to achieve the same simulation time, more computations of
the DNO are required, thus introducing more numerical errors (see Section 4.1).

For a run involving a Stokes wave of amplitude a = 0.15, with M = 4 and N; x N, = 128 x 128, the CPU time is about 2 s
per time step on a PC workstation (3 GHz processor).

3.3. De-aliasing and filtering

Two major sources of numerical error in the present model are aliasing and spurious growth of high-wavenumber errors.
Aliasing is inherent to the pseudospectral method when applied to nonlinear equations [8]. Possible causes for high-wave-
number errors are the ill-conditioning of the expansion method for the DNO [48] which generates high-order derivative
terms and relies heavily on cancellations, as well as nonlinear interactions. These lead to amplification of round-off and trun-
cation errors, most severely in the highest Fourier modes of the solution, which can destabilize the computations. The larger
the wave amplitude, the more significant these effects (see Section 4.1).

Aliasing occurs when evaluating the DNO and the equations of motion. The jth term G;(#)¢ in the DNO involves nonlin-
earities of order j + 1 so aliasing errors may accumulate quickly for large j. Complete de-aliasing of the DNO truncated at
order M requires applying an ideal low-pass filter to both 7, and ¢, of the form

{1 if k| < V|Kmaxl,
k=

28
0 if |k > vikmax, (28)

where v = 1/(M + 1). This is equivalent to increasing the spectral resolution of # and ¢ by a factor of M + 1, and setting the
values of the extra modes to zero (zero-padding technique). This de-aliasing procedure was used in [46,13]. However, in the
present three-dimensional time-dependent situation, it requires substantial memory storage which eventually affects the
computational time. Keep in mind that multiple evaluations of G are performed in solving the nonlinear system (26) and
(27) at each time step. Instead, we have applied zero padding by extending the spectra by a factor of M/2 + 1, which rep-
resents a reasonable compromise between partial de-aliasing and saving in memory storage (and thus in computational
time). In the same way and for the same practical reasons, the computation of nonlinear terms in the equations of motion
(6) and (7) is partially de-aliased by extending the spectra by a factor of 2.

In order to control the growth of high-wavenumber errors, we have tested and used two types of low-pass filters: an ideal
filter of the form (28) with typically v = 0.9 and the exponential filter

m

Ve = e ” ﬁ (29)

proposed by Hou and Li [35], with & = m = 36. These filters are applied to both #, and & at every time step. An advantage of
(29) is that it falls off rapidly but smoothly at high wavenumbers, thus allowing for a better small-scale resolution than with
the ideal filter. We have observed that the simulations of Stokes waves can be run a bit longer (i.e. for a few more time steps)

Tk

0.4F

0.2F

0.2 L L L L
0 0.2 0.4 0.6 0.8 1

k/krrLax

Fig. 1. Two-dimensional profiles of the ideal filter (28) with v = 0.9, in dashed line, and Hou and Li's [35] exponential filter (29), in solid line.
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using the exponential filter, while the simulations of solitary waves can be run a bit longer using the ideal filter but, overall,
both filters give similar results in terms of accuracy and run time. Profiles of these two filters are shown in Fig. 1. For a fixed
At, we usually need to use filtering for large-amplitude/steep waves, large M and/or large N to run computations over a suf-
ficiently long time.

4. Numerical tests

In this section, we present several tests to assess the performance of our numerical model and its ability to handle dif-
ferent types of solution. First, we examine the convergence of the DNO as a function of various numerical and physical
parameters. We then test our symplectic time integrator by simulating the long-time evolution of two types of steadily
progressing waves, Stokes waves in deep water and solitary waves in shallow water, as well as the recurrence phenom-
enon associated with the Benjamin-Feir instability of a Stokes wave. Finally, we apply our model to the computation of
three-dimensional short-crested waves both in deep and shallow water, including crescent, rectangular and hexagonal
waves.

We non-dimensionalize the variables in the following way: lengths are multiplied by ko and times by +/gk, in the deep-
water regime (where ko is a characteristic wavenumber), while lengths are divided by h and times by /h/g in the shallow-
water regime, so that g is always equal to 1.

4.1. Truncation order

The DNO has been shown to be analytic in # under certain regularity conditions on the free surface [11,18,16,48], which
implies that it can be written in terms of a convergent Taylor series and the convergence is exponential with the order of
truncation. We have checked this property in the present model by comparing the numerical approximation (15) of G with
an exact expression, using the harmonic solution

_ 48 cosh(lk|(y + )

w  cosh(|klh) sinfk-x)

P(x.y) (30)

with
n(x) = acos(k - x). (31)

Here a is the wave amplitude and w = /g|k| tanh(|k|h) is the linear dispersion relation. An exact expression of G can be ob-
tained by inserting (30) and (31) into (5), yielding

ag
w cosh(|k|h)

Fig. 2(a) and (b) shows the L? error between G™ and G as a function of M, for different values of a and N; (with N, = N;). For
these tests, we have specified a domain of size [0,27] x [0,27] with h =1 and k = (ky, k) = (1,1).

A first observation is that the exponential convergence with M is reproduced well in all the cases considered. As expected,
the larger the wave amplitude, the smaller the rate of convergence (Fig. 2a). For small amplitudes, the convergence is so fast
that machine precision is quickly reached, explaining the plateau starting at e.g. M = 6 for a = 0.01. We also see that, when a
is large, there is an optimal value of M beyond which numerical errors quickly accumulate and convergence deteriorates.
This phenomenon is related to the ill-conditioning of the expansion method for the DNO [3,48,49]. From Fig. 2(a), this
optimal value is M = 11. The same feature can be observed in Fig. 2(b) which shows the convergence for a fixed amplitude
but different spatial resolutions. The convergence rate is identical for the five cases considered but the optimal value of M
varies depending on the resolution. The finer the resolution, the smaller the optimal value. We have also examined the influ-
ence of de-aliasing on the convergence of the DNO, which is illustrated in Fig. 2(c) for a typical case (a = 0.2). It can be seen
that the loss of convergence in the de-aliased computation occurs at a value of M larger than in the aliased one. This indicates
that the de-aliasing technique is effective at reducing numerical errors in the evaluation of the DNO. Needless to say that it is
important to reduce numerical errors as much as possible at this stage since they may accumulate quickly due to the non-
linearity in the equations of motion and to the integration in time.

We note that Bateman et al. [3] and Nicholls and Reitich [49] obtained similar convergence results for varying wave
amplitudes and spatial resolutions. However, Bateman et al. [3] did not examine the convergence of their DNO through a
direct calculation. Instead, they analyzed the error on surface velocities by comparing their numerical solution with a
fifth-order approximation of the Stokes wave. Here we test the convergence of the DNO directly by comparing its Taylor
series expansion with an exact analytical expression.

From the previous discussion, the larger M, the more accurate the computation of the DNO. However, convergence may
quickly deteriorate if M is too large, and this phenomenon is aggravated in the case of large-amplitude or highly deformed
waves. Keep also in mind that the larger M, the more computation this requires. Therefore, for most of our applications, we
have used M = 4 which represents a good compromise between accuracy and speed (see Fig. 2). We have systematically
checked that using a larger value of M(<10) gives similar results.

GE(n)i =0y — Vil - Vx|, = [|k| sinh(|k|(n + h)) sin(k - X) — Vi - kcosh([k|(n + h)) cos(k - x)].  (32)
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Fig. 2. L errors on the Dirichlet-Neumann operator as functions of truncation order M for (a) varying amplitudes a (N; = N, = 128), (b) varying resolutions
N; (a=0.2, N, = N;), and (c) with/without de-aliasing (a = 0.2, N; = N, = 128).

4.2. Long-time integration

The conservative properties of our symplectic time integrator have been tested by simulating the long-time evolution of
two types of steadily progressing waves, Stokes waves in deep water and solitary waves in shallow water, as well as the
recurrence phenomenon associated with the Benjamin-Feir instability of a Stokes wave. These three test cases are two-
dimensional in space. We will also discuss the use of filtering to stabilize computations in the case of large-amplitude
solutions.
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4.2.1. Progressive Stokes waves

We first consider the propagation of a progressive Stokes wave of steepness k;a = 0.15 in deep water (h = +o0). We
choose k; = 1 so that the wave amplitude is a = 0.15 (corresponding to a wave height A = 2a = 0.3). The initial condition
is a numerically exact Stokes wave generated by Fenton’s method [21]. The numerical parameters are M = 4, At = 0.01
and N; x N, = 64 x 16 grid points for a domain of size [0, 27] x [0, 1.6]. Since the solution is invariant in the transverse direc-
tion (x,-direction), we do not need to specify a large domain width. We have made sure that the time step is much smaller

AV
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Hy
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t

Fig. 3. Evolution of a Stokes wave of amplitude a = 0.15 and wavenumber k; = 1: (a) cross-sectional wave profiles at t = 0 (solid line) and t = 1000 (dashed
line), (b) absolute error on mass vs. time, and (c) relative error on energy vs. time.
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than the wave period T = 27/ and the integration time spans about a hundred wave periods. Fig. 3(a) shows the wave pro-
filesatt = 0 and t = 1000, in the central cross-section x, = 0.8. We see that the initial wave shape is preserved very well over
time. No filtering was used at any time during this simulation. The evolution of the total mass (10) and total energy (9) asso-
ciated with this Stokes wave is depicted in Fig. 3(b) and (c). Both quantities are conserved very well throughout the compu-
tation, with an absolute error of 0(10~'°) (near machine precision) and a relative error of 0(1078%) for V and H respectively.
These errors are calculated relative to the initial values V, and H, at time t = 0. Here, for V, we evaluate the absolute error
(and not the relative error) because V, is near machine precision for a Stokes wave.

0 200 400 600 800 1000

AH
Hy

0 200 400 600 800 1000
t

Fig. 4. Evolution of a Stokes wave of amplitude a = 0.3 and wavenumber k; = 1: (a) cross-sectional wave profiles at t = 0 (solid line) and t = 1000 (dashed
line), (b) absolute error on mass vs. time, and (c) relative error on energy vs. time.
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For larger-amplitude Stokes waves, we have found it necessary to use filtering (Hou and Li’s filter (29)) to run simulations
over a sufficiently long time. This is the case e.g. for a = 0.3(k; = 1) which is illustrated in Fig. 4. All wave characteristics
(profile, mass and energy) are preserved very well up to t = 1000. In particular, Hou and Li’s filter does not seem to induce
any trend in the conservation of V and H (such as a decrease in mass and energy). This supports the fact that this filtering
technique is effective at suppressing high-wavenumber numerical instabilities, while keeping the solution’s spectrum essen-
tially unaffected.

We point out again that these tests are long-time simulations as compared to the wave period. For the two Stokes waves
considered (a = 0.15,0.3), the wave speed and period are (c,T) = (1.01,6.21) and (1.05,6.00), respectively (which are close

a o4 . . . . . . . .
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Fig. 5. Evolution of a solitary wave of height a = 0.3: (a) cross-sectional wave profiles at t = 0 (solid line) and t = 1000 (dashed line), (b) relative error on
mass vs. time, and (c) relative error on energy vs. time.
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to the linear values c = 1, T = 27 for k; = 1). Therefore, over the time interval [0,1000], these waves have propagated about
a hundred times through the periodic domain [0, 27]. It is because of the periodic boundary conditions that the initial and
final solutions are located close to each other in Figs. 3 and 4(a).

4.2.2. Progressive solitary waves

We next consider the propagation of a progressive solitary wave of amplitude a = A = 0.3 in shallow water (h = 1). The
initial condition is a numerically exact solitary wave generated by Tanaka’s method [58,13]. The numerical parameters are
M =4, At =0.01 and N; x N, =256 x 16 grid points over the domain [0, 82] x [0, 1.6]. Similarly to the previous situation,
the initial (two-dimensional) wave shape is preserved very well up to t = 1000, as shown in Fig. 5(a). Mass and energy
are also conserved very well, with relative errors of 0(107'?%) and 0(10~"%) respectively (Fig. 5b and c). Again, no filtering
was required to stabilize the numerical solution. The simulation time can be viewed here as long compared to the linear
wave period T = 27 (in shallow water with h = 1). For a = 0.3, the solitary wave speed is ¢ = 1.14. Therefore, over the time
interval [0,1000], this wave has propagated a dozen times through the periodic domain [0, 82].

We have also checked the reversibility of the solution, which is associated with the time reversal symmetry
(t,n, &)—~(—t,n, —<¢) of the equations of motion (6) and (7) [12]. Fig. 6 depicts the same solitary wave as in Fig. 5(a), along
with the solution obtained by running the code backward in time (wave profile in crosses) starting from the final result
at t = 1000. The excellent match between this solution and the initial one at t = 0 is strong evidence of the ability of the
symplectic scheme to preserve the reversibility of the equations, even for a long integration time. More quantitatively,
the L? difference between these two solutions is found to be 4.22 x 10°. This confirms the effectiveness of the fixed-point
iterative procedure for solving (26) and (27), which only produces very small errors.

To further test our model in this situation, we have run a simulation for a larger amplitude a = 0.6, which is illustrated in
Fig. 7. Such a solution corresponds to a highly nonlinear solitary wave and, accordingly, we have used M = 6 and applied
filtering (ideal filter (28) with v = 0.9) to ensure that the simulation is stable up to t = 1000. We can see again in this exam-
ple that, by only using a small amount of filtering, the numerical results are quite satisfactory in terms of conservation of
wave profile, mass and energy, even with a high level of nonlinearity. Here, the relative errors on V and H are 0(10 %)
and 0(107*%) respectively, and no significant decreasing or increasing trend is observed.

4.2.3. Modulational instability

Our third test case concerns the Benjamin-Feir (or modulational) instability of a deep-water Stokes wave. It is well-
known that Stokes waves are unstable to sideband perturbations, in which case sideband frequencies gain energy at the ex-
pense of the carrier wave through four-wave interactions. Unlike linear instabilities, this weakly nonlinear instability does
not go unbounded, which results in a cyclic, recurrent exchange of energy between the carrier wave and sideband
frequencies.

Following Dommermuth and Yue [20], we specify as initial condition a Stokes wave of steepness k;a = 0.13 and wave-
number k; = 9, modulated by two Airy sideband waves:

n(x,0) =n, + €a [cos (klxl - E) + cos (erl - E)],

4 4
B 1 Kl i T 1 kol i T
¢(x,0) =& +¢a ﬁe " sin (klxl - Z) + TEE sin (k,x1 - Z) . (33)
0.4
035 -

KA

Fig. 6. Evolution of a solitary wave of height a = 0.3: cross-sectional wave profiles at t = 0 (solid line), t = 1000 forward in time (dashed line) and t =0
backward in time (crosses). For clarity, not all the grid points are represented for the last solution.
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Fig. 7. Evolution of a solitary wave of height a = 0.6: (a) cross-sectional wave profiles at t = 0 (solid line) and t = 1000 (dashed line), (b) relative error on
mass vs. time, and (c) relative error on energy vs. time.

Here 1,, &, stand for the Stokes wave solution, ¢ = 0.1 is the perturbation amplitude and (k;, k) = (7,11) are the two side-
band wavenumbers. This initial condition was used in [20] to compare with results of Stiassnie and Shemer [55] who solved
the Zakharov equation numerically. We use M = 4, At = 0.01 (200 times smaller than the carrier wave period T) with no
filtering, and the computational domain is [0,27] x [0, 27| discretized with 64 x 64 grid points.

Fig. 8(a) plots the time histories of the fundamental (k; = 9), subharmonic (k; = 7) and superharmonic (k; = 11) modes
until the computation breaks down at t/T = 716. Overall, our results compare significantly better than Dommermuth and
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Yue’s results do with those of Stiassnie and Shemer (see Fig. 3 in [20]). As in [55], we observe that the fundamental achieves a
first minimum near t/T = 60 and its amplitude always remains higher than those of the sideband harmonics (except near the
computation breakdown). These two evolve similarly even at their minima and maxima where their amplitudes remain rel-
atively close together.

In addition, while Dommermuth and Yue’s computation barely completed two cycles of recurrence before breaking down,
ours was able to describe almost three full cycles. This computation breakdown is likely due to growth of high-wavenumber
errors triggered by the Benjamin-Feir instability, leading eventually to wave breaking. The loss of recurrence which typically
occurs after the first few cycles (possibly followed by computation breakdown), has also been experienced in other works
using fully nonlinear numerical models, e.g. [42]. The gradual deterioration of energy conservation, as shown in Fig. 8(b),
further indicates this trend to wave breaking. Energy is conserved to 0(1073%) for t/T < 600 (past the maximum of the third
cycle), after which there is a significant loss of accuracy, increasing the error to within 0.1% for the remaining duration of the
simulation.

Note that using M = 2 would be sufficient to describe four-wave interactions, and we have checked that similar results
are obtained in this case.

4.3. Crescent waves

We now examine the development of three-dimensional nonlinear water waves called crescent (or horseshoe) waves in
deep water (h = +o0). These waves arise as a result of three-dimensional wave interactions (class II instability of Stokes
waves) and have been observed in a number of wavetank experiments [56,57]. Because of their physical relevance, and be-
cause of their nonlinear, unsteady and three-dimensional character, crescent waves have been extensively investigated in
recent works, serving in particular as a test to assess the performance of three-dimensional nonlinear wave models
[60,27,24,25].

Relative Fourier Amplitude

10 n n n n n n n
0 100 200 300 400 500 600 700

t)T

Fig. 8. Modulational instability of a Stokes wave of steepness k;a = 0.13 and wavenumber k; = 9: (a) time histories of the fundamental (k; = 9, dashed-
dotted line), subharmonic (k; = 7, dashed line) and superharmonic (k; = 11, solid line) modes relative to the initial amplitude of the fundamental, and (b)
relative error on energy vs. time.
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In order to reproduce such waves with the present model, we start the simulations with a deep-water Stokes wave (1, &)
of steepness kja = 0.33 and wavenumber k; = 1, to which small perturbations are added, of the form

n' = easin(kyx;) cos(kqx,),

&= _7801/4 cos(kyx; ) cos(kyx, )ets k)" 1o (34)
2 2
(kg +3)

for the free surface and velocity potential respectively, as suggested in [60]. Here, the perturbation amplitude is € = 0.16, and
the wavenumbers are defined by (k;,, k;) = (ki + p, q), where p and q are the longitudinal and transverse perturbation wave-
numbers. We use a rectangular domain given by [0,L/p] x [-L/q,L/q], where L = 27 /k;, and discretized with 256 x 64 grid
points. We set M = 4, At = 0.01, and (kp, kq) = (1.5,1.23) following [60]. Since the solution is highly unsteady and nonlinear,
and rapidly steepens as it propagates, we used Hou and Li’s filter [35] to prevent numerical instabilities. With these numer-
ical parameters and this filter, energy is conserved to 0(0.01%) in the computation.

Fig. 9 presents a sequence of free-surface profiles during the development of a crescent wave. At the initial time, the solu-
tion is only a slightly perturbed Stokes wave (Fig. 9a). However, as time progresses, it develops stronger longitudinal and
transverse modulations leading to distinctive three-dimensional patterns. For example, at t/T = 5.252 when the crescent
wave is well formed (T is the period of the unperturbed Stokes wave), we see that the front face of each pattern is steeper
than the rear one. The forward fronts have sharper crests than the separating edges, forming semi-circular patterns facing
forward (Fig. 9d). Our results are in good qualitative agreement with those obtained by Su [56], Xue et al. [60], Fuhrman
et al. [27] and Fructus et al. [24]. In particular, the time duration required for the full development of a crescent wave
(t/T ~ 5) is consistent with that observed in numerical simulations of Xue et al. [60] and in wavetank experiments of Su

Fig. 9. Snapshots of the free surface showing crescent wave patterns at (a) t/T =0, (b) t/T = 1.592, (c) t/T =3.183, and (d) t/T = 5.252. The initial
condition is a perturbed Stokes wave of steepness k;a = 0.33 and wavenumber k; = 1.
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[56]. Shortly after t/T = 5.252, our computation eventually breaks down as the wave approaches breaking. Recall that, due to
our formulation of the governing equations (the free surface being represented as the graph of a function y = y(x, t)), wave

breaking is a phenomenon not permitted in the present algorithm.

In order to further demonstrate the accuracy of our model, we have performed a quantitative comparison with numerical
results of Xue et al. [60] and Fructus et al. [24], and with experimental results of Su [56]. Fig. 10 shows the free-surface pro-
files in the vertical cross-sections x, = —L/(2q) and x, = —3L/(4q) at t/T = 5.252. Part (a) exhibits typical crescent features of
alternating peaks and troughs, while part (b) depicts a regular (steepened) Stokes wave-like profile. Fig. 10(a) also defines the
length and height parameters used by Su [56] to measure longitudinal characteristics of crescent waves. Ratios of these
parameters are displayed in Table 1, comparing the values obtained from [56,60,24] and the present study. Overall, the
agreement is good, which is remarkable given the fact that the initial disturbance specified in [56,24] most likely differs from

that in the present simulation and in [60].

0 5 10 15
s

Fig. 10. Vertical cross-sections of a crescent wave pattern at (a) x, = —L/(2q) and (b) x, = —3L/(4q) at time t/T = 5.252. Characteristic length and height

parameters according to Su [56] are also labeled in (a).

Table 1

Comparison of geometric parameters of crescent waves between the present simulation and other works. The parameters 4, 4, hi1, hiz, hy; and hy, are

defined in Fig. 10; Smax = max(|dy, #7|) denotes the maximum slope.

20

25
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Cases 22/M hy1/hy2 ha1/ha, hi1/ha Smax
Su [56] 1.28 1.10 0.88 1.66 0.65
Fructus et al. [24] at t/T = 16 1.28 1.11 0.88 1.56 0.66
Xue et al. [60] at t/T =5.15 1.17 1.26 0.75 1.60 0.51
Present model at t/T = 5.17 1.19 1.22 0.79 1.47 0.50




4.4. Rectangular and hexagonal waves

This section deals with another class of three-dimensional (short-crested) waves which typically arise from the oblique
interaction of two traveling plane waves, or from the reflection of waves at non-normal incidence off vertical sea walls. Such
waves are among the simplest three-dimensional waveforms, and have been observed in nature (especially in coastal
regions) as well as in laboratory experiments. Because they constitute an essential building block in the theory of three-
dimensional water waves, they have been a point of attention for many years. Studies range from theoretical [16,50,9]
providing asymptotic solutions and existence results, experimental [34,33] to numerical [44,17,26,51] using both approxi-
mate and fully nonlinear models.

When nonlinearities are important, the character of these three-dimensional waves is known to depend strongly on water
depth; more precisely on the aspect ratio of depth to wavelength. It has been observed that, in shallow water, two waves
colliding at oblique incidence produce hexagonal patterns while, in deep water, the emerging pattern is rectangular wave-
forms. Previous computations of such waves have been performed either by looking for steady solutions of the Euler equa-
tions [17,51], or by solving approximate models [44,26]. Some early images of the rectangular/hexagonal wave dichotomy
for short-crested waves in deep/shallow water can be found in [46,47]. A goal of this paper is to reproduce both hexagonal
and rectangular wave patterns using the fully nonlinear time-dependent Euler equations.

We consider first the deep-water case. We specify as initial condition the first-order short-crested wave solution

n(x,0) = acos(kix;) cos(kax,),
_ aw cosh(k(n + h))

&(x,0) = kK — sinh(kh) sin(k;x1) cos(kaxz) (35)

following Hammack et al. [33] and Fuhrman and Madsen [26]. Here, (k1, k,) = (ksin 0, k cos 0) so the initial wave profile is the
superposition of two plane waves with identical amplitude a/2 and wavenumber k, moving in two different directions sep-
arated by an angle 6. We seth =1, k=2m, a =0.024 and 0 = 80.79°, which corresponds to a deep-water regime (kh = 2m)
[26]. The numerical simulations are run for a domain of size [0,2L,] x [0, L,], where L; = 27t/k; and L, = 27/k,, discretized
with 32 x 64 grid points. The temporal discretization is At = 0.01 and the order of truncation of the DNO is M = 4.

Fig. 11 shows a snapshot of the free surface at t = 1000, which in fact does not differ much from the initial configuration.
A top view of the wave patterns, comprising sever